Further Results on the Cramér-Rao Bound for
Sparse Linear Arrays

Mianzhi Wang, Student Member, IEEE, Zhen Zhang, Student Member, IEEE, and Arye Nehorai, Fellow, IEEE

Abstract—With uniform linear arrays (ULAs), subspace-based
direction of arrival (DOA) estimation algorithms, such as MUtiple
SIgnal Classification (MUSIC), can only resolve M — 1 sources
using M sensors. Sparse linear arrays, such as co-prime and
nested arrays, can identify up O(M 2) uncorrelated sources
using only O(M) sensors when such DOA estimation algorithms
are applied to their difference coarray model. In our previous
work, we derived closed-form asymptotic mean-squared error
(MSE) expressions for two coarray based MUSIC algorithms
and analyzed the Cramér-Rao bound (CRB) in high signal-to-
noise ratio (SNR) regions, under the assumption of uncorrelated
sources. In this paper, we provide further analysis of the CRB
presented in our previous work, especially for co-prime and
nested arrays. We first establish the connection between two
CRBs, the CRB derived with the assumption that the sources are
uncorrelated, and the classical stochastic CRB derived without
this assumption. We show that they are asymptotically equal in
high SNR regions for uncorrelated sources. Next, we analyze
the behavior of the former CRB for co-prime and nested
arrays with a large number of sensors. We show the effect of
configuration parameters on this CRB and derive the optimal
configuration parameters for co-prime and nested arrays with
large number of sensors. We show that this CRB can decrease
at a rate of O(M ~°) for large values of M, while this rate is
only O(M~*) for an M-sensor ULA. This finding theoretically
demonstrates that co-prime and nested arrays can achieve better
asymptotic estimation performance when the number of sensors
is a limiting factor. We also show that for a fixed aperture, co-
prime and nested arrays require more snapshots to achieve the
same performance as ULAs, showing the trade-off between the
number of spatial samples and the number of temporal samples.
Finally, we demonstrate our theoretical results with numerical
experiments.

Index Terms—Cramér-Rao bound, performance analysis,
sparse linear arrays, co-prime arrays, nested arrays

I. INTRODUCTION

IRECTION-of-arrival (DOA) estimation is an important

topic in array signal processing, finding wide applica-
tions in radar and sonar [1]-[3]. Traditionally, a uniform linear
array (ULA) is deployed. Using classical subspace-based DOA
estimation algorithms, such as MUtiple Slgnal Classification
(MUSIC) [4]-[6], we can identify up to M — 1 sources
using M sensors. However, if the sources are uncorrelated,
sparse linear arrays, such as minimum redundancy arrays
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(MRASs) [7]-[9], co-prime arrays [10]-[17], and nested ar-
rays [18]-[25], can identify up to O(M?) uncorrelated sources
using only M sensors by exploiting their difference coarray
structure (e.g., applying MUSIC to the difference coarray
model).

Such an attractive property makes it very interesting to
analyze the statistical performance of sparse linear arrays that
utilize the difference coarray model. In [26]-[28], Stoica and
Nehorai conducted a thorough statistical performance analysis
of ULAs. The authors derived the closed-form asymptotic
mean-squared error (MSE) expression of the MUSIC estimator
and analyzed its asymptotic statistical efficiency. The same
authors also derived the Cramér-Rao bounds (CRBs) for both
the conditional model and the stochastic model, as well as
established their connections. In [29], Li et. al analyzed
the performance of common subspace-based DOA estimators
(e.g., MUSIC, root-MUSIC [5], and ESPRIT [30]) and derived
a unified MSE expression. However, these analyses are usually
based on the physical array model of ULAs. They cannot be
directly extended to sparse linear arrays where the difference
coarray model is utilized. In [31], the authors derived the CRB
for arbitrary arrays in the one-source case, and numerically
analyzed this CRB for various sparse linear arrays. In our
previous work [32], we derived closed-form asymptotic MSE
expressions of DA-MUSIC [33] and SS-MUSIC [18], two
commonly used MUSIC variants that utilize the difference
coarray model of sparse linear arrays. We also analyzed
the CRB derived with the assumption that the sources are
uncorrelated, where we demonstrated its unusual behavior in
high signal-to-noise ratio (SNR) regions when the number of
sources is greater than the number of sensors. It is worth noting
that, in [34] and [35], the authors independently discovered
the same phenomenon. Moreover, in [34], the authors showed
that this CRB can remain valid even if the number of sources
is greater than the number of sensors, which theoretically
explains why sparse linear arrays can identify up to O(M?)
uncorrelated sources using only M sensors.

In this paper, we will take another step and conduct further
analysis of the CRB presented in our previous paper [32]. In
Section II, we will provide a brief review of sparse linear ar-
rays, the stochastic signal model, and our CRB. In Section III,
we will establish the connection between our CRB and the
classical stochastic CRB [28], which is derived without the
assumption that the sources are uncorrelated. In Section IV, we
will analyze the behavior of our CRB for co-prime and nested
arrays with large number of sensors. We will analytically show
that this CRB can decrease at a rate of O(M ~°) when the
number of sensors, M, is large and the number of source, K, is



less than M. This result theoretically shows that co-prime and
nested arrays can achieve much better asymptotic performance
than ULAs with the same number of sensors. Additionally,
our analytical results give the optimal configuration parameters
for co-prime and nested arrays with large number of sensors.
Finally, we will use numerical examples to demonstrate our
theoretical results in Section V, and draw concluding remarks
in Section VI

In this paper, we make use of the following notations.
Given a matrix A, we use AT, A¥ and A* to denote
the transpose, the Hermitian transpose, and the conjugate of
A, respectively. We use A;; to denote the (4, j)-th element
of A, and a; to denote the i-th column of A. Let A =
[aias ... ay] € CM*N and we define the vectorization op-
eration as vec(A) = [af al ... a%;]T. We use ®, ®, and o to
denote the Kronecker product, the Khatri-Rao product (i.e., the
column-wise Kronecker product), and the Hadamard product
(i.e., the element-wise product), respectively. We denote by
R(A) and I(A) the real and the imaginary parts of A. If
A is a square matrix, we denote its trace by tr(A). We use
diag(a, as, ..., a,) to denote the diagonal matrix constructed
from the diagonal elements ag, ..., a,. Given a matrix A, we
use diag(A) to denote the column vector constructed from its
main diagonal. If A is full column rank, we define its pseudo
inverse as AT = (A7 A)~' A¥ . We also define the projection
matrix onto the null space of A as II4 =1 — AAT.

II. A REVIEW OF THE COARRAY SIGNAL MODEL

We consider a sparse linear array whose sensors are placed
on a grid with grid size dy'. We can denote the sensor locations
as D = {dydy, dady, ..., dprdo}, where d; are integers and
M denotes the number of sensors. Typical sparse linear arrays
include minimum redundancy arrays (MRAs) [7], [8], nested
arrays [18], co-prime arrays [11], and their extensions [15],
[22], [23].

Assume that K far-field narrowband source are impinging
on the array from the directions 6 = [01,0s,...,0x]T. The
N snapshots received by the array can be expressed as

y(t) = A@)z(t) +n(t), t=1,2,... N, 1)

where A(0), x(t), and n denote the steering matrix, the source
signals, and the additive noise, respectively. More specifically,
A(0) =[a(61),a(b2),...,a(fk)], where

a(ek) — [ej%czldo sin Oy ejoWJNIdU Sil’l(’k} , (2)

and A denotes the carrier wavelength of the impinging signals.

To simplify notations in the following discussion, we define
wp = (2mdpsinfy)/X\ and use w = [wy, wo, ..., wg|’
to represent the DOAs. Because there exists a one-to-one
mapping between wy and 0 for every 0, € (—7/2,7/2),
there is no loss of information. Typically, dy is chosen to be
A/2, and we have wy, € (—m, 7).

We adapt the stochastic model [28], where the following
assumptions are made:

! Alternatively, such a sparse linear array can be viewed as a thinned ULA
with dp as its inter-element spacing

A1 Both the source signals and the noise are white circularly-
symmetric Gaussian.

A2 The source DOAs are distinct (i.e., wy # w; Yk #£ 1).

A3 The source signals and the noise are uncorrelated.

A4 The snapshots are temporally uncorrelated.

Additionally, we assume that the sources are uncorrelated.
Given the above assumptions, we can express the covariance
matrix as

R=E[y(t)y" (t)] = APA" + oI, 3)

where P = E[z(t)z" (t)] denotes the source covariance
matrix, and o denotes the variance of the additive noise.
Under the assumption that the sources are uncorrelated, P
reduces to a diagonal matrix, which can be expressed as

P = dia‘g(plvp?, v apK)
Vectorizing R leads to

r =vec(R) = Agp + o vec(I), “4)

where Ay = A*® A and p = [p1,p2,...,pK]T. Prior
work has shown that A4 can be viewed as an steering matrix
of a difference coarray whose sensor locations are given by
Deo = {(dpm — dy)dglm,n = 1,2,..., M} [18]. Therefore r
can be viewed as measurement vector of the difference coarray
with a deterministic source signal p plus a deterministic noise
term o vec(I), and (4) is usually referred to as the difference
coarray model. For carefully designed sparse linear arrays,
D¢, contains more unique sensor locations than D, and an
augmented sample covariance matrix can be constructed from
the estimate of r. By applying DOA estimation algorithms,
such as MUSIC, to this augmented sample covariance matrix,
we are able to resolve more sources than the number of
sensors [32].

Because both the difference coarray model and the resulting
augmented covariance matrix are constructed from the samples
from the original model, we still make use of the statistical
properties of the original signal model (1) when conducting
performance analysis of such DOA estimation algorithms.
Therefore, it is crucial that we thoroughly analyze the CRB
based on the signal model (1).

Because P is a diagonal matrix, the number of unknown
parameters to be estimated is 2K + 1. Using the property that
tr(ABCD) = vec(AT)T (DT ® B) vec(C), the CRB for the
DOAs can then be expressed in the following compact form
[32], [34], [35]:

1 _
B(sto—uc) (w) = N(MEHJMSMw) 17 (5)
where

M, = (R" @ R)"Y/2A,P, (6)

M, = (RT ® R)"Y?[Aq vec(Iy)], (7)
Ag=A"0A+A OA, (8)
Ag=A"0A, )

{ _ |9a(wi) Oa(wi) da(wi)
A= |: Bwll 60.)21 Ble i| ' (10)

In our prior work [32], we analyzed the unusual behavior
of Biouc) When K > M. We showed that when K > M,



Bi(0-uc) remains positive definite even if SNR — oo. In
the following sections, we focus on the K < M case. We
will first establish the connection between Bi,.uc) and the
classical stochastic CRB derived by Stoica et. al in [28]. Then,
we will analyze Biso..c) When M is sufficiently large. These
analyses will provide more insights into the performance limits
of sparse linear arrays.

III. CONNECTION TO THE CLASSICAL STOCHASTIC CRB

For the stochastic model [28], we can derive the CRB either
without the prior assumption that the sources are uncorrelated,
or with it. Hence, we can obtain two different CRBs under the
two different assumptions, and both of them are applicable
for ULAs and sparse linear arrays when K < M. In the
following discussion, we first identify their differences, and
then investigate the connection between them.

Without prior knowledge that the sources are uncorrelated,
the unknown parameters consist of the DOAs, w, the real and
imaginary parts of P, and the noise variance o. Because P
is Hermitian, there are K2 + K + 1 unknown parameters. In
this case, the CRB of the DOAs is given by [28], [36]:

-1

Bao)(w) = 5 {RIATTI; A) o (PA"R™'AP)"]}
1D
We refer to Byo) as the classical stochastic CRB.

With the prior assumption that the sources are uncorrelated,
the CRB of the DOAs is given by Bi(so.yc), as we derived in
(5) in the previous section.

Using (5), we observe that the existence of Bi(o-uc) depends
on Ay, the steering matrix of the difference coarray. It has
been shown that Bi.c) remains valid for carefully designed
sparse linear arrays, even if the number of sources exceeds the
number of sensors [34]. On the other hand, according to (11),
By is valid only when the number of sources is less than
the number of sensors. Otherwise A” A becomes singular and
the projection matrix IT§ is no longer well-defined.

While the compact form (5) of Bi(g.uc) provides great con-
venience when analyzing the maximum number of resolvable
sources [34], it is not well-suited for our asymptotic analysis
in the following discussion. Therefore, we provide a brief
review of its more traditional form, obtained by block-wise
computation of the Fisher information matrix (FIM). Under
the assumption that the sources are uncorrelated, the FIM of
the stochastic model is given by [2]

Jow Jup Juo
J(sto—uc) =N Jpw Jpp Jpa 5 (12)
Ja’w Jap Jacr

where

Juw =2R[(A"R™'A)* o (PATR'AP)
+(APR™'A)" o (PATR'AP)],

Jpp =(ATRTA)* 0 (AR A),

Jyo =tr(R™?),

Jup =2R[(ATR™TA)" o (PAY R A))],

Joo =2R[diag(PAY R72A)),

Jpo =diag(AYR™2A),

and Jp,, = pr, Jowo = T2 Tpp = Jlff,.

By inverting J(o.uc), We obtain the alternative expression of
B (510-uc)- While this expression seems much more complicated
than the one in (5), it can be shown that they are equivalent
via Lemma 1 in Appendix A. In the following derivations, we
make extensive use of (12) instead of (5).

When P is diagonal, there is a subtle distinction between
B(s0) and Bigouc)- Bsio) gives the CRB when the sources
are uncorrelated and this knowledge is not known a priori.
Bi(so-uc) gives the CRB when the sources are uncorrelated
and this knowledge is known a priori. This subtle distinction
implies that B, and Bisouc) are not equal. In fact, it
is straightforward to show that B(sou) = B(sw), implying
that incorporating the prior knowledge reduces uncertainties
in estimating the DOAs. If we compare (11) with (12), we
can observe that the term PA” R™'AP appears in both
expressions, suggesting a potential connection between B )
and Bi(g-uc)- We reveal this connection in Theorem 1.

Theorem 1: Assume that the K sources are uncorrelated
and that K < M. If we fix the diagonal matrix P > 0,
B(40) = Bisi0-uc) 38 0 — 0, where = denotes that the equality
is up to the first order with respect to o.

Proof: See Appendix B. [ ]

Theorem 1 shows that when the sources are uncorrelated
and the number of sources is less than the number of sensors,
Bi(40) and By are approximately equal when the SNR is
large. This result agrees with our intuition. When the SNR is
larger, we can clearly identify the signals, and incorporating
the prior knowledge will not give much improvement in
estimation performance. When the SNR is low, the signals
cannot be clearly distinguished from the noise, and we are
more uncertain about whether the sources are correlated. In
this case, incorporating the prior knowledge will help improve
the estimation performance.

IV. THE CRAMER-RAO BOUND FOR CO-PRIME AND
NESTED ARRAYS WITH LARGE NUMBER OF SENSORS

In this section, we analyze the behavior of B for
ULAs, co-prime arrays, and nested arrays with large numbers
of sensors. The expression of By i8 rather complicated
and unrevealing. By adopting the assumption that the number
of sensors is large, we are able to approximate Bi(o.yc) With a
much simpler and more revealing expression, leading to more
insights into the statistical performance of co-prime and nested
arrays. In [37], our preliminary results showed that B g.yc) for
co-prime and nested arrays can decrease at a rate of O(M ~°).
In this section, we will provide rigorous proofs and more
thorough analysis. Our analysis can also be extended to other
sparse linear arrays with closed-form solutions, such as gener-
alized co-prime arrays [15]. While numerical simulations show
that MRAs share behaviors similar to co-prime and nested
arrays [37], we cannot obtain similar analytical results because
MRA configurations do not have closed-form solutions. We
will begin with ULAs and then proceed to analyze co-prime
and nested arrays. Throughout this section, we will assume
that the number of sources is strictly less than the number of
Sensors.



A. Uniform Linear Arrays

We begin by analyzing the behavior of B u) for ULAs
with large number of sensors, which will serve as a reference
in later discussion. In [26], the authors showed that for an
M-sensor ULA, the CRB of the deterministic signal model
decreases at a rate of O(M ~3) for large M. However, to the
authors’ best knowledge, it is not shown if B o) shares
the same behavior. In the following proposition, we show that
B (0-uc) indeed shares the same behavior.

Proposition 1: Assume that SNR; ' = o/p; < M for all

i =1,2,..., K and that K < M. Then for ULAs, as M —
oo,

Bisi0u0) (W) =~ i NaP—l. (13)

Proof: See Appendix C. [ |

B. Nested Arrays

Nested arrays are constructed by concatenating two uniform
linear arrays with different inter-element spacings. The precise
definition of nested arrays is stated as follows:

Definition 1: A nested array generated by the parameter
pair (Nl, NQ) is giVCIl by {]., ey Nl}do U {Nl + ].7 2(N1 +
1),..., Na(Ny 4+ 1)}dp.

Unlike ULAs, the physical array geometries of nested arrays
can be drastically different, even if they share the same number
of sensors?. To obtain a more thorough analysis, given the
number of sensors, M, we let Ny = M and Ny = (1—p) M.
We can vary 4 € (0,1) and M to obtain all possible nested
array configurations?.

Due to the nonuniformity of nested arrays, the behavior of
B (5o-uc) for nested arrays turns out to be more complicated
than that of ULAs. We begin with the one-source case.

Theorem 2: Let the rational number p satisfy p € (0,1).
Consider a nested array generated by (N1, N») satisfying N1+
Ny = M and N; = puM. Assume that K = 1 and that
SNR™! = o/p < M. Then as M — oo,

1 11 1

B(si0-u0) (W) = hne () N M5 SNR (14)
where ) 5
(1) = (1- M)G (1+3p)
Proof: See Appendix D-A. ]

Theorem 2 shows that, in the one-source case, Biso-uc)
of nested arrays can decrease at a rate of O(M~°) as the
number of sensors, M, approaches infinity. This rate is much
faster than that of the ULAs, which is O(M~3) as shown
in Proposition 1. The coefficient hye(x) is determined by g,
which encodes the effect of different M-sensor nested array
configurations on Bg.yc)- As a typical example, when we
choose N1 = Ny = Q, B(go-uc) can be simplified to (15) as
shown in the following corollary.

2For example, the nested arrays generated by (8,2) and (5,5) both have
10 sensors. However, the latter can achieve 30 degrees of freedom, while the
former can achieve only 18 degrees of freedom.

30nce M is given, the number of choices of y is finite because we need
to ensure that both N1 and Na are nonnegative integers.

—O—ULA 16

10

Fig. 11 (Bi(so-uc)(w1) + Bistouc) (w2))/2 computed from dif-
ferent combinations of (wj,ws) for a uniform linear array
with 16 sensors and a nested array generated by the parameter
pair (8, 8). Both arrays consist of 16 sensors. Locations where
(N1 + 1)(w1 — we) = 2kw for some non-zero integer k are
marked with vertical dashed lines. The horizontal dash line
denotes the approximation given by (16) in Theorem 3.

Corollary 1: Under the same assumptions as in Theorem 2,
as Q — 00, B(you) for nested arrays generated by the
parameter pair (Q, Q) is given by

1211 1
B N — . 15
(sto-uc) (w) 5 Q5 N SNR (15)
Proof: ITmmediately obtained by setting M = 2@ and
w=0.51in (14). [ ]

We next consider multiple sources. Unlike ULAs, the inter-
element spacing of the second subarray of a nested array
is (N7 + 1)dp, which is greater than dy. Consequently, its
unambiguous range is (—x/(Ny + 1),7/(Ny + 1)), which
is much smaller than (—m, 7). If any two sources, w,, and
Wy, satisfy (N + 1)(wy, — wp) = 2kn for some non-zero
integer k, they cannot be resolved by the second subarray.
For instance, when N; > 1, the two DOAs, w; = 0 and
we = 27/(Ny + 1), cannot be resolved by this subarray
because e/w1d(Ni+1) — ejw2a(Ni+1) for ¢ = 1,2,..., No.
Although such DOA pairs cannot be resolved by the second
subarray alone, they can still be resolved by the whole nested
array [34]. However, we expect degraded performance when
such DOA pairs exist. To illustrate this behavior, we plot
in Fig. 1 the values of By Of two sources, denoted
by w; and ws, against w; — we for a 16-sensor ULA and
a nested array generated by the parameter pair (8,8). We
observe that Bo.yc) Of the nested array is much smaller than
that of the ULA. However, Biso.uc) Of the nested array is
not as flat as that of the ULA, and shows large peaks when
(N1 4+ 1)(w1 — we) = 2kn for some non-zero integer k. To
further analyze such a behavior, we introduce the concepts of
fully degenerate source placements and J-level non-degenerate
source placements in Definition 2 and 3.

Definition 2: Let wy,ws, . ..,wk be K distinct DOAs within
the range (—m, 7). These K DOAs are said to be fully
degenerate with respect to a positive integer L if (w,, —
wp)L = 2km for some non-zero k € Z whenever m # n,
mn=12,..., K.



sin(wZ )

Fig. 2: An illustration of Q34 within (-2, 27). The intervals
in Q94 are highlighted by bold segments along the z-axis.

Definition 3: Let wy,ws, ..., wk be K distinct DOAs within
the range (—m, 7). These K DOAs are said to be d-level non-
degenerate with respect to a positive integer L if w,, —wy, €
Q‘SL whenever m #n, m,n=1,2,..., K, where

Q% = {w|wL/2 € [kr+arcsin , (k+1)7 —arcsin 8], k € Z},

and 0 < § < 1.

According to Definition 3, if the K’ DOAs are d-level non-
degenerate with respect to L, then for any DOA pair wy,
and wy,, |sin((wy, —wy,)L/2)| > 6. To better understand this
statement, we illustrate the set 34 in Fig. 2. We can observe
that, as long as w € O34, |sin(3w/2)| > 0.4. Specifically,
if the K DOAs are J-level non-degenerate with respect to 1,
then the wraparound distance between any two DOAs within
(—m, ) is lower bounded by 2 arcsind, which ensures that
any two DOAs are not too close to each other. When the
number of sensors is sufficiently large, we are able to conduct
various approximations and greatly simplify By, for both
the J-level non-degenerate and the fully degenerate source
placements. The results are summarized in Theorem 3.

Theorem 3: Let the rational number p satisfy p € (0, 1).
Consider a nested array generated by (N7, N») satisfying Ny +
Ny = M and N1 = puM. Assume that K < M and that
SNR; ' =0/p; < M fori=1,2,..., K.

1) If the K DOAs are J-level non-degenerate with respect

to 1 and N;+1 for some 0 < 6 < 1 and M is sufficiently

large,
1 1 1 _
Bisi0-uc) (W) = WNWUP 4 (16)
where hye(p) follows the same definition as in Theo-
rem 2.

2) If the K DOAs are fully degenerate with respect to N +
1, then when M is sufficiently large,

111
—— 0P,

hoea() N 25 a7

B(sto—uc) (U)) ~

where

21— p) dp+ (1 - p) K
6 p+(1—pK -
Proof: See Appendix E. ]

Remark 1: Theorem 3.1 gives the best-case approximation
of Bisouc) for nested arrays with large number of sensors,
while Theorem 3.2 provides the approximation of B .yuc)

for fully degenerate source placements. When K = 1, (17)

hne-a(p) = (18)

reduces to (16). Additionally, hyeq(1t) decreases as the number
of sources, K, increases. Hence B o) increases as the
number of fully degenerate sources increases. Recall that in
Fig. 1, Bi(s-uc) fluctuates for different combinations of DOAs.
We are now able to approximate the range of such fluctuations
via (16) and (17).

Remark 2: According to [18], given a fixed number of
sensors, M, the maximum degrees of freedom is achieved
when ¢ ~ 0.5 (ie., N = Np when M is even and
N1 + 1= Ny when M is odd). On the other hand, according
to Theorem 2 and Theorem 3.1, for a fixed M, different
nested array configurations only affect the coefficient hpo(p).
Therefore, the best-case Bgo-uc) is minimized when hye () is
maximized. Interesting, hne () is maximized at p* /2 0.4625,
which is slightly different from 0.5. This discrepancy implies
that when M is large, a nested array configuration cannot
achieve the maximum degrees of freedom and the optimal
estimation performance at the same time. We will further
illustrate this interesting finding in Section V with numerical
experiments.

C. Co-prime Arrays

Next, we consider co-prime arrays, whose the definition is
given as follows:

Definition 4: A co-prime array generated by the co-prime
pair (Np,Ns) is given by {0,Ny,...,(Na — 1)Ny}dg U
{N2,2Ns, ..., (2N — 1)Nx}d,.

Similar to nested arrays, given a fixed number of sensors,
M, there exist multiple co-prime arrays configurations. To
obtain a more thorough analysis, we let Ny = p(M + 1) and
Ny = (1—=2u)(M +1). It can be verified that 2N; + No —1 =
M is satisfied. By varying both p and M, we can obtain
all possible co-prime array configurations. Note that once M
is fixed, the number of choices of p is finite because the
following conditions must be satisfied:

1) Both pu(M+1) and (1—2u)(M +1) are positive integers;

2) u(M +1) and (1 — 2p)(M + 1) are co-prime;

3) u(M+1) < (1—2u)(M+1).

Therefore a valid choice of p must be within the interval
(0,1/3).

We now proceed to consider the one-source case for co-
prime arrays. The results are summarized in Theorem 4.

Theorem 4: Let the rational number 1 satisfy p € (0,1/3).
Consider a co-prime array generated by the co-prime pair
(N1, Ny) satisfying Ny = (M +1) and No = (1 —2u)(M +
1). Assume that K = 1 and that SNR™' = o/p < M. Then
as M — oo,

1 11 1
B N — o 1
(sto-uc) (w) hcp(,u/) N M5 SNR’ (19)
where
2 2 2

p? (1= 2p)(1 + 120 — 12%)

hcp(ﬂ') = 6 .
Proof: See Appendix D-B. [ ]

Theorem 4 shows that, in the one-source case, Bi(sio-uc) Of
co-prime arrays is similar to that of nested arrays. The only
difference lies in the coefficient, hcp (1), which is determined



by the co-prime parameters. As a typical example, when we
choose N1 = @ and Ny = @ + 1, B(go.y) can be simplified
to (20) as shown in the following corollary.

Corollary 2: Under the same assumptions as in Theorem 4,
as @ — 00, Biouc) for co-prime arrays generated by the
co-prime pair (Q,Q + 1) is given by

6 1 1 1
B R — - — 20
(sto-uc) (w) 11 Q5 N SNR ( )
Proof: Immediately obtained by setting M = 3@ and
w— 1/3in (19). ]

We next consider multiple sources. Unlike nested arrays,
co-prime arrays consist of two subarrays whose inter-element
spacings are greater than dy. Given a co-prime pair, (N7, Na),
the unambiguous range of the two subarrays are given by
(=m/N1,m/Ny) and (—7/Na,7/N2), both of which do not
cover the full range (—m, 7). If two DOAS, w,,, and wy,, satisfy
Ny (wm — wp) = 2km for some non-zero integer k, they
cannot be resolved by the first subarray. Similarly, if they
satisfy No(w,, — w,) = 2km for some non-zero integer k,
they cannot be resolved by the second subarray. Nevertheless,
the full co-prime array can still resolve the DOAs within the
full range (—, ) without ambiguity [34], [38]. However, we
expect degraded estimation performance when a DOA pair is
ambiguous to either of the subarrays. To demonstrate such
performance degradation, we plot in Fig. 3 the values of
B(Slo_uc) of two sources, denoted by w; and wo, against wj —wo
for a 16-sensor ULA and a co-prime array generated by the
parameter pair (5, 7). Although By of the co-prime array
is much smaller than that of the ULA, it is not as flat as that
of the ULA. There exist small peaks near the locations given
by Ni(wi —w) = 2k7 and Ny (w; — w) = 2k, where k is
a non-zero integer. Unlike the results in Fig. 1, Bi(so-uc) Of
the co-prime array exhibits more peaks clustered around the
dashed lines, and the peaks locations are not aligned with the
dashed lines. Consequently, we are unable to derive a simple
and DOA-independent approximation of Bi.y) similar to
(17) under the fully degenerate case. Nevertheless, we can
still obtain similar results for the non-degenerate case, which
are summarized in Theorem 5.

Theorem 5: Let the rational number 4 satisfy u € (0,1/3).
Consider a co-prime array generated by the co-prime pair
(N1, No) satisfying N1 = p(M +1) and Ny = (1 —2p)(M +
1). Assume that K < M and that SNR; " = o/p; < M for
i =1,2,...,K. If the K DOAs are d-level non-degenerate
with respect to both N7 and N> for some 0 < § < 1 and M
is sufficiently large,

111,

ho N0 @D

B(sto—uc)(w) ~

where hpe(u) follows the same definition as in Theorem 4.
Proof: The proof follows exactly the same route as in
Appendix E, except that the steering vectors are replaced with
those of the co-prime arrays’. The details are omitted due to
page limitations. ]
Remark 3: According to [11], a co-prime array generated
by the co-prime pair (N1, Na) can achieve O(N; N3) degrees
of freedom. Therefore, under the constraint that 2Ny + Ny —
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Fig. 3: (Bi(swo-uc)(W1) + Bistouc) (w2))/2 computed from dif-
ferent combinations of (wj,ws) for a uniform linear array
with 16 sensors and a co-prime array generated by the co-
prime pair (5, 7). Both arrays consist of 16 sensors. Locations
where Ni(w; — wy) = 2km or Na(wy — we) = 2k7 for some
non-zero integer k are marked with vertical dashed lines. The
horizontal dash line denotes the approximation given by (21)
in Theorem 5.

1 = M, the maximum degrees of freedom is achieved when
2N1 = Ny, or i =~ 0.25. Interestingly, hcp (1) is maximized at
w* =~ 0.2747, which is slightly different from 0.25. Therefore,
similar to the nested array case, when M is large, a co-prime
array cannot achieve the maximum degrees of freedom and
the optimal estimation performance at the same time. We will
further illustrate this interesting finding in Section V with
numerical experiments.

D. Discussion

Theorem 2-5 lead to the following three important impli-
cations for co-prime and nested arrays:

1) Given the same number of sensors, co-prime and nested
arrays can achieve a much better estimation performance
than ULAs.

2) Given the same aperture, co-prime and nested arrays need
many more snapshots to achieve the same estimation
performance of ULAs.

3) Co-prime and nested arrays with large number of sensors
cannot attain the maximum degrees of freedom and the
minimal CRB at the same time.

The first implication comes directly from Theorem 2-5.
Given the same number of sensors, M, Bso.yc) Of co-prime
and nested arrays can decrease at a rate of O(M ~5), which is
much faster than O(M ~2). In addition to their attractive ability
to identify K > M uncorrelated sources, co-prime and nested
arrays can also achieve much better estimation performance
than ULAs with the same number of sensors when K < M.

To understand the second implication, we consider a ULA
with M? sensors. From Proposition 1, we know that B (5i0-uc)
of this ULA is O(M ). To achieve the same aperture, we
need a co-prime (or nested) array with only O(M) sensors.
However, according Theorem 2-5, the resulting Bis-uc) Of
this co-prime (or nested) array will be only O(M ~5). There-
fore, we need O(M) times more snapshots to achieve the



same estimation performance as the ULA. By thinning a
ULA into a co-prime (or nested) array, we can reduce the
number of sensors from O(M?) to O(M), while keeping the
array’s ability to identify up to O(M?) uncorrelated sources.
However, this thinning operation indeed comes with a cost: the
variance of the estimated DOAs can be M times larger. The
second implication shows the trade-off between the number of
spatial samples and the number of temporal samples.

The third implication results from Remark 1 and 3. For
M-sensor nested arrays, the optimal ratio between N7 and
N2 to minimize B -u) Of non-degenerate source placements
is approximately 0.8605, which is slightly smaller than 1,
the optimal ratio to maximize degrees of freedom. For M-
sensor co-prime arrays, the optimal ratio between N; and N,
to minimize Bi.uc) Of non-degenerate source placements is
approximately 0.6096, which is slightly larger than 0.5, the
optimal ratio to maximize degrees of freedom.

Remark 4: In the above analysis, the number of sources,
K, is assumed to be smaller than the number of sensors, M.
Because co-prime and nested arrays can identify more sources
than the number of sensors, it would be interesting to conduct
a similar analysis for the K > M case. However, when M
is very large and K > M holds, the sources become densely
located within (—7/2,7/2). In this case, w; — w; is close
to zero for any two different sources ¢ and j, rendering the
approximations in Appendix E invalid. Therefore, the results
in Theorem 3 and 5 cannot be directly extended to the cases
when K > M.

V. NUMERICAL ANALYSIS

In this section, we demonstrate our results in Theorem 1-5
using numerical experiments. In all the following experiments,
we normalize the number of snapshots to 1 and define the SNR

as .
ming=12,....K Pk

When there are K > 1 sources, we use the mean val-
ues, % Zszl Bi(g0-uc) (wr), instead of the individual values,
Bi(s0-uc) (wi), when making comparisons.

We start this section by demonstrate Theorem 1. We con-
sider the following four different sparse linear arrays:
Co-prime (3,5): [0, 3,5,6,9,10,12, 15, 20, 25]dy;

MRA 10 [8]: [0,1,4, 10,16, 22,28, 30, 33, 35]do;
Nested (4,6): [0,1,2,3,4,9,14, 19,24, 29]dy;

o Nested (5,5): [0,1,2,3,4,5,11,17, 23, 29]dy.

We consider six sources with equal power, whose the DOAs,
Oy, are given by 0, = —7/3+2(k— 1)7/15,k=1,2,...,6.
We vary the SNR from -20 dB to 20 dB and plot the relative
difference between By,) and Biso.uc) in Fig. 4. It can be
observed that when the SNR is above O dB, the relative
difference between Bigo) and Big-uc) for all four sparse linear
arrays drastically decreases to zero as SNR increases. When
the SNR is below 0 dB, Bso.,) becomes more optimistic
and deviates from Biqq). These observations agree with our
theoretical results in Theorem 1.

We next demonstrate Theorem 2 and Theorem 4 via nu-
merical experiments. We consider co-prime arrays generated

—+— Co-prime (3,5)

—*—MRA 10
Nested (4,6)

—— Nested (3,7)

Relative difference between the two CRBs

1072
~G
1073 SN
104 :
20 15 -10 5 0 5 10 15 20

SNR (dB)

Fig. 4: | tr(B(sio) — B(sto-uc) )|/ t1(Bi(sto-uc)) for the four arrays
under different SNRs.
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Fig. 5: B(souc) V8. @ for (a) co-prime arrays; (b) nested
arrays. One-source case. The solid lines represent accurate
values computed using (5), while the dashed lines represent
approximations given by Corollary 1 and 2.

by the co-prime pair (@, Q + 1), and nested arrays generated
by the parameter pair (@, @), where we vary () between 3 and
20. With such configurations, Bis-yc) of co-prime and nested
arrays can be approximated with even simpler expressions as
shown in Corollary 1 and 2. We consider four different SNR
settings: -20 dB, -10 dB, 0 dB, and 10 dB, and consider
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Fig. 6: B(so-uc) V8- M for M-sensor ULAs, nested arrays co-
prime arrays. )X = 5. The markers represent the actual values
of Bi(o-uc) obtained from 1000 randomly generated source
placements. The dashed lines represent approximations given
by Proposition 1, Theorem 3 and Theorem 5.

one source placed at the the origin. The results are plotted
in Fig. 5. Give large enough ) values and sufficient SNR,
our approximation is very close to the accurate value of
B (5o-uc) for both co-prime and nested arrays. When the SNR
is slow, the noise variance term can no longer be neglected
and our approximation deviates from the true values. When
the value of () is small, the contribution of the terms with
lower degrees with respect to () is no longer negligible, and
our approximation is no longer accurate.

Next, we consider the multiple-source case and demonstrate
that Bsouc) for co-prime and nested arrays can indeed
decrease at a rate of O(M~°). We consider three groups
of arrays: (i) M-sensor ULAs with M = 10,11,...,100;
(ii) nested arrays generated by the parameter pairs (Q,Q),
@ = 5,6,...,50; (iii) co-prime arrays generated by the co-
prime pairs (Q,Q + 1), Q@ = 5,6,...,33. We consider 5
sources with equal power and set SNR = 0 dB. For each
array configuration with M sensors, we randomly generate
1000 source placements within (—47/5,47/5) and ensure
that the minimal source separation is no less than 27 /M.
We compute the actual values of Bio.uc) for these source
placements and compare them with the approximations given
in Proposition 1, Theorem 3 and Theorem 5. The results are
plotted in Fig. 6. The actual CRB values computed from
random source placement, while not fall exactly on the dash
lines, cluster closely to the dashed lines as the number of
sensors M grows. The observation confirms our approximation
of B(souc) for a sufficient large M. In addition, the CRB
values of co-prime and nested arrays decrease much faster than
those of ULAs, because they decrease at a rate of O(M ~5)
instead of O(M —3).

In the previous experiments, we assume that the sources
have equal power. However, Theorem 3 and 5 does not require
all sources share the same power. Therefore, we conduct
addition experiments for the multiple-source case when the
source powers are not equal. We consider four sources with
p = [2,10,30,50]0. The results are plotted in Fig. 7. We ob-
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Fig. 7: Bi(so-uc) Of individual sources vs. ) for (a) co-prime
arrays and (b) nested arrays. Four sources with different
powers are considered. The solid lines represent accurate
values computed using (5), while the dashed lines represent
approximations given by (16) and (21).

serve that the actual CRBs closely follow the approximations
given by (16) and (21) for all four sources.

Next, we analyze how different nested and co-prime array
configurations affect B gq.uc) When the number of sensors M
is fixed. We consider six sources with equal power and set
SNR = 0 dB. For each array configuration, we randomly gen-
erate 5000 source placements within the range (—0.97,0.97)
while ensuring the minimal source separation is no less than
7/M. We compute the values of Bi(o.) for these source
placements and compare them with the approximations given
by Theorem 3 and 5. We first consider nested arrays with 50
sensors and vary N; from 10 to 40. Correspondingly, the val-
ues of p vary from 0.2 to 0.8. The results are plotted in Fig. 8.
It can be observed that most of the CRB values cluster around
the approximation given by (16), demonstrating that our result
is applicable to a wide range of nested-array configurations. It
can also be observed that most of the CRB values fall under
the dashed line, showing that the approximation of the fully
degenerate case given by (17) provides a reasonable estimate
of the degenerated performance. Additionally, we observe that
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Fig. 8: B(souc) Vs. p for nested arrays with 50 sensors.
K = 6. The solid line represents the approximation obtained
from (16), and the dashed line represents the approximation
obtained from (17). The markers represent the distribution of
actual values of By Obtained from randomly generated
source placements. The marker size is proportional to the
number of B o) values concentrating around the marker
center.
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Fig. 9: Bi(souc) Vs p for co-prime arrays with 81 sensors.
K = 6. The solid line represents the approximation obtained
from (21). The markers represent the distribution of actual
values of Bio.y) Obtained from randomly generated source
placements. The marker size is proportional to the number of
B (o-uc) values concentrating around the marker center.

the lowest CRB values are found around p ~ 0.46 instead
of u = 0.5, which agrees with our theoretical prediction in
Remark 1. We next consider co-prime arrays with 81 sensors
and vary N; from 3 to 27. Correspondingly, the values of p
vary from 0.037 to 0.329. The maximum degrees of freedom
is achieved when N; = 21, N, = 40 with g ~ 0.2561.
The results are plotted in Fig. 9. It can be observed that (21)
provides a reasonable estimate of the CRB values for a wide
range of co-prime array configurations. Similar to the nested
array case, the lowest CRB values are found around p ~ 0.28
instead of 0.2561, which agrees with our theoretical prediction
in Remark 3.

We close this section by addressing the comments in Re-
mark 4 using numerical experiments. We consider a co-prime
array generated by the co-prime pair (20,21). The resulting
co-prime array has M = 60 sensors. We uniformly place
the DOAs, wy, at wy, = —7/3 4+ 2(k — 1)w/(3K — 3),k =
1,2,..., K. We vary the number of sources, K, from 2
to 61. We plot the actual CRB, Biso.y), together with the
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Fig. 10: Biso-uc) and the approximation given by (16) versus
the number of sources. The co-prime array has 60 sensors.
The solid lines represent accurate values computed using (5),
while the dashed lines represent approximations given by (21).

approximation given by (21) in Fig. 10. The real CRB values
are denoted by solid lines, and the approximations given by
(21) are denoted by dashed lines. We can observe that, when
the number of sources is small, the actual CRB values are
very close to our approximations, despite some fluctuations.
However, as the number of sources increases, the actual CRB
values begin to deviate from our approximations. In such
cases, these sources become very close to each other. To satisfy
the assumption that the DOAs are §-level non-degenerate with
respect to 20 and 21, & must be chosen to be very small.
Hence, 6! will be large enough such that M = 60 > §~*
no longer holds. Consequently, our approximation (21) is no
longer accurate and the actual CRBs start to deviate from our
approximation.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we conducted further analysis of the CRB
presented in our previous work [32], denoted by B so-uc). We
first showed that, when the SNR is high, Bi.uc) coincides
with the classical stochastic CRB, Biy,). We next analyzed
the behavior of Big.u) for co-prime and nested arrays with
a large number of sensors. We showed how different con-
figuration parameters affect Bi(g.uc) and derived the optimal
configuration parameters for co-prime and nested arrays with
large number of sensors. We showed that given a fixed number
of sensors, co-prime and nested arrays significantly outperform
ULAs. This finding theoretically confirmed the advantage of
using co-prime and nested arrays when the number of sensors
is a limiting factor. We also showed that when the aperture is
fixed, co-prime and nested arrays need many more snapshots
to achieve the same performance as ULAs, demonstrating
the trade-off between the number of spatial samples and the
number of temporal samples. These results show both the
pros and cons of sparse linear arrays and will aid in choosing
between sparse linear arrays and ULAs in practical problems.
Potential future work involves: (i) investigating the behavior
of the CRB in cases of degenerate source placements for co-
prime arrays; (ii) analyzing the CRB for co-prime and nested



arrays with large number of sensors when there are more
sources than the number of sensors.

APPENDIX A
USEFUL LEMMAS

Lemma 1: Let A, B, C, D, E, and F be compatible
matrices. Then

(A0B)# (CeD)(E®F)=(A"CE)o(B¥DF). (22)
Proof: The left-hand side of (22) can be expanded as

all @ bl
: (CoD)le1® fr ey ® fn], (23)
all @ bl

whose (4, j)-th element is given by

(ai’ ®b]")(C ® D)(e; @ f;)
=(aj'Ce;)(b{' Df;).

Observing that al’Ce; is the (i,;)-th element of AYCE,
and that b Df; is the (i,7)-th element of BEDF, we
immediately conclude that the left-hand side is equal to the
right-hand side in (22). [ |
Lemma 2 (Woodbury matrix inversion lemma [39]):

(A+UCV)'=A"'—A'U(Cc'+vA~lU)'va~L

Lemma 3: Let A be nonsingular and B have a sufficiently
small norm. Then

(A+B)'~A'-A'BA™ (24)
Proof: For B with a sufficiently small norm, the spectral
radius of A~ B will be less than one, and the Taylor series
expansion of (A + B)~! converges [39, P. 421]. Therefore,
(24) is just the first-order Taylor approximation. [ |
Lemma 4:

n—1 :.nd

sin —1)d
Zsinkzdz Rl sin (n—1) ,
k=0

in 4
sin 5 2

n—1 o nd

3 —1)d
Zcoskd =% cos (n ) .
k=0

sin 4 2
Proof: Obtained by considering the real and imaginary
n—1"_jkd
parts of the sum ), —, e/"% [

Lemma 5:

— sinkd — (n — 1) sin(nd) — nsin((n — 1)d)
,;)k b = 2(cosd — 1) ’

n—1

(n — 1) cos(nd) — ncos((n —1)d) + 1
g kcos kd = :
2 co

2(cosd — 1)

Proof: Obtained by differentiating both sides of the
equations in Lemma 4 with respect to d. ]

Lemma 6:

n—1 ) n(n _ 1)[Sln(nd) — Sin((n - 1)d)}
k?sinkd =

2(cosd — 1)
_ sind[(n — 1) cos(nd) — ncos((n — 1)d) + 1]
2(cosd —1)2 ’
nil 12 cos kd — n(n — 1)[cos(nd) — cos((n — 1)d)]
pors 2(cosd — 1)
n sind[(n — 1) sin(nd) — nsin((n — 1)d)]
2(cosd — 1)2 '
Proof: Obtained by differentiating both sides of the
equations in Lemma 5 with respect to d. [ ]
APPENDIX B

PROOF OF THEOREM 1

Without loss of generality, we assume that N = 1. We al-
ready know that when P is diagonal, the following inequalities
hold:

Ju:ul: = B(sto—uc) = B(st0)~ (25)

It suffices to show that J . = B(5). We will make use of
the following lemma:
Lemma 7: For sufficiently small o, cR™! = IT§ + O(0).
Proof: By Lemma 2, we have

cR'=1-A(cP '+ A"TA) A" (26)

Because A A is full rank, by Lemma 3, (cP~! +
ATA)" = (AF A1 4+ O(0). ]
Using the above lemma, we observe that
oR[(APRTA) o (PA" R 'AP))
=R[(A¥(cR V) A)* o (PATYR'AP)]
=R[(AHII5A)" o (PAYR'AP) + O(0)).

Because that II A = 0, we have

oR[(ATR™'A) o (PAPR'AP))
=R[(A¥(cR™Y)A)* o (PATYR'AP)]
=0(0).

Combined with the fact that (X)) = R(X™), we have

Jol = %{o@?[(AHR_lA)* o (PA"R'AP)]
+oR[(ATRA) o (PATR AP}
= Z{RIATIZA) o (PA"R™'AP) + O(0)]}

- %{&%[(AHHjA) o (PAPRAP)T] + R[O(0)]} .

By Lemma 3, we obtain that J_}, = Biys).



A"R?A=02A"A(cP '+ A" A) ' oP ' + AT A -2A7" A+ AT A(cP™' + AT A) 1 AT A]
=0 A AP '+ AT A) o P - AF AP + AT A) T (oPT - AT A - AP A))

=0 2ATA(cP  + AT A (oPT  + AT A - AT A)(oP7  + AT A) o P!

27

= AT AP '+ AT A) P (0P 4 AT AP

APPENDIX C
PROOF OF PROPOSITION 1

Following [26, Appendix G], for ULAs with a large number
of sensors, M, we have

1 1 . ] 1 5. 1
—AfA~T, —ATA~ZI, —A"TA~ -1 (28
M T M2 277 M3 3 (28)

Applying Lemma 2, the inverse of R can be rewritten as

R '=07'I-A(P '+ ATA)"1 AT (29

Combined with the assumption that SNR; =0 /pi < M,
we have

ATR'A
=0 TAP AT — (oP7' + AT A)"1 AT A]
=0 TAT AP+ AT A) o P 4 AT A - AP A
=A"A(cP '+ A" A P!
~P!

(30)

APR'A
=01 [AHA - AFA(cP ' + AT A)"1AH A]
=0 1A AP 1+ A A)L(oP7 + AT A - AHA)
=ATA(cP7' + AT AT P!

M

~_ i~ p-1
~ J ) P ’
€2y
and
ATR™1A
= AP A - AP A(oP7' + AH A)" AR A] (32)
M3
~—o 1.
127
Substituting (30)—(32) into the expression of J,,,,, we obtain
3
Jow = M —p.
6
Using similar tricks, we can obtain the following:
tr(R™?) ~ o (M — K), (33)
P72
APR?A = A"A|(oP7' + AHA)P]? ~ =7 6%
. . P72
ARZA=AMA((0P T + AT AP~
(35

The detailed derivation of (34) is summarized in (27). The
derivation of (35) follows the same idea.

By (30), (34) and (33), we obtain that Jp, ~ P2 by
diag(P~2)/M and that J,,, ~ 0~2(M — K). Therefore, using
block-wise inversion, we get

—1 o
[Jpp Jpo} ~ [ P2 _M(MfK)]‘K
o T o?

Denote the above inverse as K;' and define K, =
[Jwp Jwos]. We have

B(sto—uc) (w) = (wa - K2K1_1K§I)71'

According to (31) and (35), in the expressions of J.p
and J,, the terms inside the R(-) operator will be almost
imaginary. Therefore, both J, and J,, will be approx-
imately zeros for large values of M. Combined with our
previous approximations of K ! and J.,, we conclude that
KIKS ! K5 becomes negligible compared with J,,, for large
values of M. Therefore,

1 6
B(slo—uc)(w) ~ NJ;:, = M3NO'P_1.
APPENDIX D
PROOF OF THEOREM 2 AND 4

A. The Nested Array Case

Given a nested array configured with the parameter pair
(N1, Na), its steering vector for the one-source case is given
by a = [aTal]”, where

a{ — [ejw 6j2w elew] ,

a2T — [ej(Nl"rl)w eI2(Ni+1w

(36)
(37

With respect to w, the derivative vector a is given by a =
jDa, where D = diag(D, D5), and

eIN2(Ni+1)]

D1 = dlag(l,Q, [P ,Nl),
Ds = diag(N1 +1,2(Ny + 1), .. .,Ng(Nl + 1))

By letting Ny = uM, Ny = (1 — )M, we can approximate
the following terms as

(38)

ala =M, (39)
uM (1—p)M
aa=—-ja"Da=—j Zqu Z q(upM + 1)
qg=1 q=1
1 2773
= Jgh(l — )M, (40)
nM (1—p)M
aa =a" D?a = Zqz + Z [q(uM +1)]?
qg=1 qg=1
ot (1= p)*M°, (41)



where the approximations are obtained by removing terms that

are at least one-order smaller than the highest order terms.
We can calculate the inverse of R from Lemma 2 as

H

aa
R = *1[177]. 42
7 op~'+ M (42)
Hence, under the assumption that SNR™! < M, we have
a"Rla=0"" [aHa — M}
op~t+ M
M2
—1
7 [ op~l+ M
~p !,
a"R'a =o' {aHa _ 4"aa"a }
op~t+ M
=1 —jp(l — N)2M3
2(op~t + M)

1 _
~ = gpn(l - )2 M2pt,

and

. H H .

a"R'a =0 [aHa _aaaa ]
op~ '+ M

4 [1 w2 (1 — p)* M
oV 2201 — )3 M —
o {3M (1 —p)’M

4(op=t + M)
1 _
=g (= (14 3p) Moo~
Observing that a” R~'a = ja" DR 'a and a”” R~2%a =
ja DR~2a are both purely imaginary, and that a? R~ a is

real, we immediately know that J,,, and J, are exactly zero.
Hence, the FIM takes the following form:

Jow 0 0
J=N| 0 % x (43)
0 * ok

Therefore, to obtain Bi(g.uc)(w), we need to evaluate only
Jww, Which is given by

Jow = 2R[(a" R™'a)* o (p’a” R™'a)
+ (@R a)" o (p’a R71a)]

I p?
= 2R | 51— ) (14 3p)MPpo" 4 (1 = u)4M4]

12
1
R o= ) (1 +3u) MPpo .

Therefore,

1 6 1 1 1
B(sto—uc)(w): J, LR

N7 ™ 21— p)3(1+3u) N M® SNR’

B. The Co-prime Array Case

In the one-source case, the steering matrix A of a co-prime

array reduces to a vector a = [al al]’, where

aj =1 M edNa=DNiw] (44)
a; _ I:ejNQUJ ej2N2w ej(2N171)N2w] ) (45)

With respect to w, the derivative vector a is given by a =
jDa, where D = diag(D1, Ds), and

D, = diag(07N17"'7(N2 - 1)N1)7

46
DQ = diag(NQ,QNQ,...,(QNl — ].)NQ) ( )

Similar to the nested array case, by setting Ny = u(M +1)
and No = (1—2u)(M +1), we can approximate the following
terms:

(1-2p)(M+1)—1
g=1
2u(M+1)—1

D

q=1

1
~ —jgall - 4P,
(1—2u)(M+1)—1

ala = §

qu(M + 1)+

q(1 —2p)(M +1)

¢ ((M +1))*+

q=1
2u(M+1)—1
S A 20X (M +1)?
g=1
1
g (1= 20)° (14 6)M°.

Combined with the assumption that SNR™! < M, we obtain
that
a’Rla~p !,
1
a" R~ a~ = jop(l— 4p*)M?p,
and

1
a"R'a m1—2;L2(1 —2u)%(1 + 12u — 12p°)MPo L.

Similar to the nested array case, to obtain Bo.yc)(w), we
need to evaluate only .J,,,, which is given by

T :23%[%,&1 —2p)2(1 + 12— 1242 MPpo— ' +
i/ﬂ(l _ 4M2)2M4

z%;ﬁ(l —2u)3(1 + 12p — 12p®) MPpo 1.
Therefore,

5 )~ 6 11 1
(sto-uc) (W N,u2(1 —2u)2(1 + 12 — 12p2) N M5 SNR’

APPENDIX E
PROOF OF THEOREM 3

A. The Non-degenerate Case

We begin by proving the first part of the theorem. In the
multiple-source case, the steering matrix of the nested array

generated by the parameter pair (N7, N2) can be expressed as
A =[AT AT1T, where

a1 (wk)],

as(wi)],

A= [al(wl) a;(w2)

AQ = [az(wl) CQ((UQ) (47)



and a1, as follow the same definitions as those in (36), (37).
We also have A = jD A, where D = diag(D1, D3) follows
the same definition as that in (38). Therefore,

[A7A]  =[A] Ayl + [AY Al

Ny No
— Z ejQ(wm—Wn) + Z ejq(N1+1)(wm—wn)_
q=1 q=1
(48)
Here [-],,,,, denotes the (m,n)-th element.

The diagonal elements of A7 A simply reduces to M. If we
can bound the off-diagonal elements, we can then approximate
AH A with M for a sufficiently large M. If A” A and A" A
can be approximated in a similar way, we can approximate
Bi(-ue)(w) with an approach similar to the one we used
in Appendix C. To make such approximations possible, we
introduce the following lemma.

Lemma 8: Let QQ, L be positive integers and 0 < § < 1. Let
w € (=2m,2m) N QJ, where Qf follows the same definition
as in Definition 3. Then

Q-1 Q-1 Q

Z ejqu < 671’ Z qejqu < 7572’

q=0 q=0 2
Q-1 )
S ot < Ligu g5
q=0

Proof: By the definition of 9, we know that
|sin(wL/2)|~! < 6~!. By Lemma 4, the left-hand-side (LHS)
of the first inequality follows
sin % (Q—1wL

wlL e’ °

S1n -5

wL |~

<5 L
5 <

LHS =

By Lemma 5, the LHS of the second inequality follows
Q —1)e/L — Qel(@-Dwl 1
2(cos(wL) — 1) ’
Q= 1) L] 4 ]QeI @7 DwL] + 1
- 2| cos(wL) — 1|
Q
w2 wh|

LHSZ‘(

2|81

<Q6*2.
-2

wL
5

By Lemma 6, the LHS of the third equality follows

Q(Q — 1)(eIQL — £3(Q-1)wL)
2(cos(wL) — 1)
(Q — 1)ed(QwL=3) _ Qei((Q=DwL=3) 4 ;
2(cos(wL) — 1)2(sin(wL)) ! ‘
Qsin(wl)
(cos(wL) —1)2

LHS <

+|
Q2

cos(wL) —

Q? Q

sin? % 2 ‘sing’ @‘

<S(Q*6724+Q57P).

IN

IA

l\DM—‘l\D

Under the assumption that the K-DOAs are d-level non-
degenerate with respect to 1 and Ny + 1, we immediately
know from Lemma 8 that when m # n,

A7 A <257,
(A7 ALl < 557,

2’“‘2_2’“‘+1M25—2+%
2 2

Here we use the fact that N7+ No = M and that p = Ny /M.
When m = n, we know from (39)—(41) that,

[AT A],, | < 53,

(AT A, = M,
. 1

[A™ ALy~ =5 (1 = )20,
R 1

[AHA]m,m ~ §M2(1 M)3M5'

Because p and ¢ are fixed, for a sufﬁciently la_rge M, the
off-diagonal elements in A7 A, A" A and A¥ A are indeed
negligible compared with the their corresponding diagonal
elements, leading to
ATA~ MI,
. 1
AT A~ —jop(l = p)* ML,

Lo 1
AHAzglﬂ(l w)>M°T.

Following the derivations of (30)—(32), we obtain that, in the
nested array case,

AR 'A~ P!, (49)
. 1— )2

AHR—IA ~ _j:u( 5 :u) M2P_1, (50)
. . 1

ATR™TA ~ E”Z(l — w31+ 3p)MPeI. (51)

Following the derivations of (33)—(35), we also obtain that

tr(R?) ~ o (M - K),
—2

H 24
ATRA~ —
ATR2A ~ —j%u(l —pu)*MP~2.

We can observe that the approximations of AP R™TA,
tr(R~2), and AP R=2A are the same as those in the ULA
case. Additionally, both APR™'A and APR2A are ap-
proximately imaginary. Following the same reasoning as in
Appendix C, we only need to compute J,,, to approximate
Bi(50-uc) (w). Combining (49)—-(51) with the definition of J.,
we obtain that
So7lP.

1
Joww = 6”2(1 - M)S(l + 3:“)M

Therefore

1 1 11
——_— _oP .
N hne (i) N M5

B(sto—uc) (w) ~ (52)



B. The Fully Degenerate Case

For brevity, we denote w,,, — wy, by wmy. In the following
discussion, Dy, Dy, A, and A, follow the same definitions
as in (38) and (47). In the fully degenerate case, we have
(N1 + Dwyny = 2k for some non-zero integer & whenever
m # n. Therefore A¥ Ay = Nyl 1y, where 1515 is K x
K matrix of ones. For a fixed p, when M is sufficiently large,
N is also large and A{IAI ~ NI [26]. Hence, we have

AP A ~ NI T + No1g1k
=uMI+ (1 —p)M1g1%. (53)

We next evaluate AY DA = AT D, A, +A¥ Dy A, where
Ny
[A' D1 Al =Y ge?®mm,
q=1
N3
[AY Dy Al =Y q(Ny + 1) (N wnm,
q=1
Combining Lemma 5 with the fact that (N1 + 1)wyy,,, = 2k,
we have
[AY D, A
~ Nicos((N1 + Dwnm) — (N1 + 1) cos(N1wnsm) + 1
B 2(cos wpm — 1)
Ny sin((N1 + Dwnm) — (N1 4+ 1) sin(Niwpm)
i 2(coswpm — 1)

(54)

(55)

N 1
L~ cos(Niwnm)

— jsin(NV- 1 ’
2(COS W — 1) j bln( 1w m)]

when m # n,

1
[A{IDlAl]m n — iNl(Nl + 1)a

when m = n, and

No
[AY D, A5, Z (N, +1) fNQ(NQ +1)(Ny 4 1).

When M is sufﬁciently large, A D; A, becomes negligible.
Substituting N7 with M and N with (1 — p) M, we obtain
that

1— 2
MMBlKlTI;'

Similar to the non-degenerate case, we can still show that
Bi(s0-uc) ~ J;L/N. However, because A# A, A A can no
longer be approximated as diagonal matrices, we need an
alternative way of approximating J,,,.

According to (31),

APR'A = AHA(cP '+ AH A)IPL.
Combined with (53) and (56), we know that AHR1A is
O(M?). Hence, (AHR™1A)* o (PAYR'AP) is O(M*).
One the other hand, following the steps in (30), we have

(AR7TA)* o (PAYR'AP) ~ (AR 'A)*o P, (57)
which is approximately diagonal. Therefore, we need to only
evaluate the diagonals of A R~1 A. According (32), we have

o[AHRY Al ~ [ATA)} ) — [ATA(ATA) LA A

AP A~ —jAED, Ay ~ —j (56)

Following (41), the first term is given by

~ M2(1 - N)3M5.
3

To evaluate the second term, we need to first evaluate

(A7 A)~L1. By Lemma 2,

[AHA}k,k (58)

1 1

AFA)~ = 1 12 -1
( ) puM | K + 5 K

Combined with (56), we obtain that
[ATA(APF A)"LAR Ay

1 1 a
- > (A" A),
pM K+ + 1 Bo|j=1
K w0t
4 p+1-pK
Combining the above result with (58), we have
L= At (1=K
12 w+(1—pK
Therefore, the term (AYR™'A)* o (PAYR™LAP) is
O(M?) and the term (AHR™1A)* o (PAYRTAP) will
be negligible when M is sufficiently large, leading to
Jow 22R[(ATRIA) o (PARR1AP))
(1= p)* dp+ (1 - WK
6 p+(1—pK
Finally, because Biyouc) ~ J5/N, we obtain (17).

| - jua

Jj=1

J[AHR_lA]k’k

M°c~1P.
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